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Consider the task of:

Extracting information about these cases from existing data sources

(These data sources were not collected for this purpose)
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Specific Disease Clinical sign Anatomical location

Clinical data: 
gastrointestinal 

syndrome

Clinical data: 
reproductive 
syndrome / 
abortions

Lab data: 
gastrointestinal 

syndrome
Lab data: 

reproductive 
syndrome / 
abortions

Cattle registry: 
Stillbirths

Cattle registry: 
reduced 

number of 
births

Farmer’s records: 
conception 

failure, return to 
estrus

Farmer’s / 
insemination 

records: repeated 
inseminations

Semen sales: 
more doses 

sold

Slaughter records: 
increased slaughter 

of older females

Milk yield 
records



CHALLENGES

• One dataset

− Secondary use

− Historical compatibility

− Prospective compatibility

▪ Changes in the data

▪ Changes in the question

• Interoperability

− Datasets from the same type of activity

− Datasets from a different source

• Reuse of work previously done (by you or others)



PURPOSE

• To illustrate the benefits of semantic technologies and ontology-based 
tools that are available right now.

• To let you play around with some such tools yourselves.

• To describe some practical usage and deployment difficulties inherent to 
these technologies.

• To explore how these can be applied to syndromic, and particularly, 
animal health surveillance (AHSO)



MESSAGES TO TAKE AWAY

1. Data standardisation leads to static and largely ineffective knowledge 
sharing/use (and in most cases is impractical)

2. We live in an open world, and ‘closed world’ assumptions will 
inevitably lead to limitations in knowledge management

3. Snippets of knowledge/information can be useful and may (should) be 
captured as such

4. Medical data/knowledge is not uniquely complex



CLEVER THINGS ‘GOOGLE’ CAN DO?

• Ever better search results

• ‘Conversational’ search and “smart reply”

Transformation to a ‘knowledge’ company…

• ‘Smarter’ Gmail/message processing – e.g. direct to Calendar
(Meetings, Flight Reservations, Hotel Bookings, Concert Tickets, etc.) 

• Location-aware services



CLEVER THINGS ‘GOOGLE’ CAN DO #1

• Ever better search results

“Things not strings”



HOW MIGHT WE THINK ABOUT THINGS?

Object Author Title
Year

published
Genre

Book
Jostein 

Gaarder

The Solitaire

Mystery
1990

Fantasy, 

Philosophical

fiction

Book
Marion Zimmer

Bradley

The Mists of 

Avalon
1993 Fantasy

Book V.C. Andrews
Flowers in the 

Attic
1979

Gothic fiction, 

Family saga



HOW MIGHT WE THINK ABOUT THINGS?

Object Author Title
Year

published
Genre Director

Book
Jostein 

Gaarder

The Solitaire

Mystery
1990

Fantasy, 

Philosophical

fiction

Book
Marion Zimmer

Bradley

The Mists of 

Avalon
1993 Fantasy

Book V.C. Andrews
Flowers in the 

Attic
1979

Gothic fiction, 

Family saga

Film
Flowers in the 

Attic
2014 Drama Deborah Chow



USING A SIMPLE DATA STANDARDISATION 
APPROACH TO THINK ABOUT THINGS

Object Author Title
Year

published
Genre Director

Book
Jostein 

Gaarder

The Solitaire

Mystery
1990

Fantasy, 

Philosophical

fiction

Book
Marion Zimmer

Bradley

The Mists of 

Avalon
1993 Fantasy

Book V.C. Andrews
Flowers in the 

Attic
1979

Gothic fiction, 

Family saga

Film
Flowers in the 

Attic
2014 Drama Deborah Chow

Person Deborah Chow



HOW DO ‘SMART’ APPLICATIONS THINK 
ABOUT THINGS?

• Use Google to search for a book or film

e.g. “The Solitaire Mystery”

or  “Flowers in the Attic”

• Use Google to search for a person

Vladimir Putin

Stephen Hawking



HOW DO ‘SMART’ APPLICATIONS THINK 
ABOUT THINGS?



STEPHEN HAWKING



Person

date

date

hasSpouse

Book

hasChildren

hasAuthor

date

Film

basedOn

wroteBook



THINGS - PROPERTIES YOU CAN ASK ABOUT



CLEVER THINGS ‘GOOGLE’ CAN DO #2

• ‘Conversational’ search (and “smart reply” in Gmail)



MUCH ‘CLEVERER’ THAN ALEXA!

• 8 times as effective on general queries



GOOGLE - TRANSFORMED TO ‘AI’/’ML’ CO.

• First two decades:

word-based statistics (relevance measures)

link analysis (authority measures)

• Knowledge-graph was first evidence of adding a ‘semantic’ 
layer with some searches based on formal knowledge models

bought Freebase in 2010 (1.9B triples)

“Strings   =>     Things      =>     Relationships”



SEMANTICS

Defn:

“the branch of linguistics and logic concerned with meaning.”

“concerned with the relationship between linguistic symbols and their 
meaning or real-world objects the represent.”



SEMANTICS AND ‘TRIPLES’

• Subject – Predicate – Object 

“Bob is 35”

“Bob is partner of Jack”

“The sky” [S]  “has the colour” [P]  “blue” [O]

• “A semantic triple is the atomic data entity in the Resource 
Description Framework (RDF) data model” (W3C)

• Embed knowledge in a machine-readable format – each part of 
triple is individually addressable via a unique URI



CLEVER THINGS ‘GOOGLE’ CAN DO #3

• Keep your calendar up to date and sort out all those annoying 
issues around time-zone changes, etc. 

How was this done?  (smart parsing / classification / etc.)

How is this (mostly) done now?

schema.org (our first ‘proper’ ontology)



CLEVER THINGS ‘GOOGLE’ CAN DO #3

• Types of objects in schema.org



SCHEMA.ORG FOR FLIGHTS



SCHEMA.ORG - FORMATS



SCHEMA.ORG A shared vocabulary 
(ontology) for representing 
things that typically occur 
on the web.

Founded and funded by 
Google, Microsoft, Yandex, 
and Yahoo. Developed 
through open community 
process.

Example: 
http://schema.org/Person

Full list of types: 
schema.org/docs/full.html

http://schema.org/Person
http://schema.org/docs/full.html


EMBEDDED 
STRUCTURED DATA

Google Structured Data 
Testing Tool: 
https://goo.gl/cHMn5y

Yandex Structured data 
validator: 
https://goo.gl/581Lrj

Addresses to test:
 http://xd-protege.com/~karl/

 http://www.foxnews.com

 https://www.theguardian.com/

https://goo.gl/cHMn5y
https://goo.gl/581Lrj
http://xd-protege.com/~karl/
https://www.theguardian.com/
https://www.theguardian.com/


CLEVER THINGS ‘GOOGLE’ CAN DO #4

• Provide location-aware data / amazing map-linked functions 

Geo ontologies:

- WGS84 Geo

- Linked Geo Data

- OpenStreetView

• Many open-source APIs

- RESTful API



THE LOD CLOUD DIAGRAM

LOD (Linked Open Data) can be 
published as datasets, not just 
embedded in web pages.

http://lod-cloud.net indexes such 
published datasets. Go there and click 
on the picture to bring up an 
interactive SVG image.

Click-and-drag on the background to 
move the graph, scroll up or down to 
zoom in and out.

Click a single node to bring up that 
dataset’s metadata.

Everything red linked to Life Sciences (If possible, use Google Chrome 

to avoid browser lag.)

Slide content by KARL HAMMAR

http://lod-cloud.net/


LOD CLIENT 1: LINKED DATA FRAGMENTS

http://client.linkeddatafragments.o
rg/

Queries semantic data (possibly 
distributed over multiple endpoints) 
using the LDF protocol.

Example queries: See drop-down 
on client webpage.

Note in particular the query about 
San Francisco authors, which runs 
across two datasets not designed 
with the intent to be interoperable 
with one another!

Slide content by KARL HAMMAR

http://client.linkeddatafragments.org/


LOD CLIENT 2: WIKIDATA QUERY SERVICE

https://query.wikidata.org

Queries content in WikiData (the 
next-generation knowledge graph 
underpinnings of Wikipedia)

https://goo.gl/qhz88X - Query 
that links formal WikiData
representations to corresponding 
WikiSpecies articles.

Example WikiData nodes:
 https://wikidata.org/wiki/Q140

 https://wikidata.org/wiki/Q7891

 https://wikidata.org/wiki/Q156050

 https://wikidata.org/wiki/Q192717

Slide content by KARL HAMMAR

https://query.wikidata.org/
https://goo.gl/qhz88X
https://wikidata.org/wiki/Q140
https://wikidata.org/wiki/Q7891
https://wikidata.org/wiki/Q156050
https://wikidata.org/wiki/Q192717


MESSAGES TO TAKE AWAY

1. Data standardisation leads to static and largely ineffective knowledge 
sharing/use (and in most cases is impractical)

2. We live in an open world, and ‘closed world’ assumptions will 
inevitably lead to limitations in knowledge management

3. Snippets of knowledge/information can be useful and may (should) be 
captured as such

4. Medical data/knowledge is not uniquely complex



HOW CAN IT BE USEFUL TO US?
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”Things not strings”



HOW DO WE THINK ABOUT DATA?

Date Herd Animal
Test 

requested
Sample Result

2018-01-01 2345 45198
Paramyxovir

us PCR
Blood Positive

2018-01-22 2345 Daisy
Salmonella 

serotyping
Feces O4+ 5- 27-

2018-02-15 7531
Bacterial

growth
Milk

Staphylococc

us aureus

growth

2018-03-01 2518 5458
Leisgmanua

ELISA
Serum 183/



Serological tests for IBR

Histological examination 

on sample from lung

Streptococcus

serotyping on nasal 

swab

Microbial growth on 

trachea swab

PCR test for Porcine

Influenza

Syndrome = 

Respiratory

Syndrome = 

Respiratory

Syndrome = 

Respiratory

Syndrome = 

Respiratory

Syndrome = 

Respiratory

EXAMPLE: SYNDROMIC CLASSIFICATION



CHALLENGES

• One dataset

− Secondary use

− Historical compatibility

− Prospective compatibility

▪ Changes in the data

▪ Changes in the question

• Interoperability

− Datasets from the same type of activity

− Datasets from a different source

• Reuse of work previously done (by you or others)

• Transparency



Serological tests for IBR

Histological examination 

on sample from lung

Streptococcus

genotyping on nasal

swab

Microbial growth on 

trachea swab

PCR test for Porcine

Influenza

Syndrome = 

Respiratory

Syndrome = 

Respiratory

Syndrome = 

Respiratory

Syndrome = 

Respiratory

Syndrome = 

Respiratory

KNOWLEDGE MODEL?



Modeling Knowledge:

Classes and Properties

Infectious
agents

Diseases

Clinical signs
Anatomical

location

Antibody
detection

Antigen 
detection



Anatomical
entity

Material 
Anat. entity

Anatomical
collection

Pair of lungs
Lung

L lung

R lung

has member

Respiratory
organ

organ

Multic. Anat. 
structure

Anatomical
structure

Anatomical
system

Respiratory
systemcontributes to 

morphology of

Lower
respirat tract

Part of 
(/has part)

Proximo-distal 
subdiv of resp tract

larynx

nasopharynx

subglottis

Upper resp
tract

Subdivision 
of tube

Organ part

Anatomical
conduit

tube

Resp. tube

Alveolar sac

bronchiole

bronchus

Pulm. Alv. duct

Trachea

UBERON

The ”thing” LUNG



• https://bioportal.bioontology.org/

• Look for Uberon

• Visit the ”Classes” tab

• Look for ”lung” or play around

• Browse ”anatomical system”

https://bioportal.bioontology.org/


CLASSES (CONCEPTS) AND PROPERTIES
(RELATIONSHIPS)

• Object properties

− Cows are part of Herds

− Daisy is a cow

• Data properties

− Daisy has DOB 2015-03-21

• Class subset only if ”is-a”

− Fido is a dog

− Beagle is a dog

− Animal is a herd

Dog breeds

Beagle
Is-a

Dog

Fido

Has Breed

Is-aHas Breed



WHY IS IT IMPORTANT?

• Reasoning

• … besides everything else we have been talking about!



NOT TO DISPAIR WITH DETAILS…

• Remember the REUSE:



PRIMARY SURVEILLANCE DATA



SECONDARY SURVEILLANCE DATA



Target population

Health event

Recorded Observations

Geographical
information

Observation context

Health information

Observer (person)
Clinical 

observation

Laboratory
tests 

(Diagnostic )
Necropsy

Surveillance
(active and 

passive)
Slaughter

Mandatory life
event reporting

(birth, death, etc)

Clinical 
signs

Macroscopical
lesions Diseases

Antibody/
antigen 

detection

Anatomical
location

Histological
examination

Identification
/ typing

/sequencing

Infectious
agents

Registry
(database)





AHSO CONSTRUCTION

• Venom – terminology to description logics

• Pathology – 2 codes interoperability

• ORION – specific surveillance problems



AHSO CONSTRUCTION

• Small functional modules

One data 

source

Knowledge

model

Reuse existing

ontologies

Learning from 

data / existing

terminologies



BUILDING IT

Problem
Knowledge

model

Collect

content
Protege

GitHub

Permanent 

address

https://w3id.org

Datadrivensurveillance.org/ahso

https://w3id.org/




Healthy

animals,

Safe

people.



IS IT WORTH THE EFFORT?



IS IT WORTH THE EFFORT?



IS IT WORTH 
THE EFFORT?

We need ‘smart data’ to make 
sense of Big Data

It provides value by harnessing 
the challenges posed by volume, 
velocity, variety, veracity…

… to provide actionable 
information and improve 
decision making.



WHY DOES IT WORK?

Diagnosis-linked

API



WHY DOES 
IT WORK?



WHY DOES IT WORK?

Agreement on all levels of the stack:
 Shared network infrastructure (TCP/IP)

 Shared transmission protocol (HTTP)

 Shared node identifier structure (URIs)

 Shared data syntax for graphs (RDF)

 (Partially) shared semantics and schemas (RDFS, OWL ontologies, Schema.org)

=> Integration of data still non-trivial, but significantly easier.

No need for technical integration work. No need for protocol-level 
integration work. No need to align and mint new identifiers. No need to 
work around graph representation differences.

Just need to align concepts and relations within the domain of  discourse

Slide content by KARL HAMMAR



SOME HEAVILY-USED ONTOLOGIES

Schema.org – Web content in 
general

Dublin Core - Metadata 

FOAF – Friend-of-a-Friend, people 
and organisations

DBPedia – Contents of Wikipedia 
fact-boxes

WGS84 Geo – Latitude/longitude

Linked Geo Data

GoodRelations – E-Commerce

W3C ORG – Organisations

Semantic Sensor Network (SSN)



EXTENT OF ONTOLOGIES






